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Pilot study: Okavango Delta flooding, Botswana, 2009-2011 
Global atmosphere/land models: 
a) HadAM3P-N96 
b,c) CAM5.1-2degree 

Statistical downscaling: 
b) SOM-D 

River basin model: 
a,b,c) Pitman model 

A CLIMATE PRODUCT FOR UNDERSTANDING EXTREMES 

Current status of “event 
attribution” research 
While there is a growing research 
effort to assess the degree to which 
recent extreme weather events relate 
to historical anthropogenic emissions, 
understanding of the sensitivity of 
results to aspects of the experimental 
setup and the characterisation of the 
event remain poorly understood, in 
part due to a lack of an adequate data 
product. 

LARGE ENSEMBLE MODELLING TO SAMPLE RARE EVENTS 

UNDERSTANDING EXTREMES IN A CHANGING CLIMATE 

Each atmospheric climate model will be run under two scenarios: 

•  an “All-Hist” scenario designed to describe the climate over recent decades 

•  a “Nat-Hist” scenario designed to describe what the climate might have been like 
over recent decades had anthropogenic emissions never occurred 

Data distribution 
•  Diagnostic output available on the 

ESGF (http://esg.nersc.gov) under 
project “c20c”. 

  
•  Output needed for dynamical 

downscaling archived on tape 

First results from CAM5.1-1degree simulations 
California daily temperature 
Dots: daily values, Lines: 1-in-1-year event 

MULTIPLE MODELS IN SUPPORT OF UNDERSTANDING AND 
ASSESSMENT 

THE C20C+ DETECTION AND ATTRIBUTION PROJECT 
CASCADE  

Dáithí Stone, Michael Wehner, Shreyas Cholias, Harinarayan Krishnan 
with Piotr Wolski and Mark Tadross (UCT), Chris Folland and Nikos Christidis (UK Met Office), Hideo Shiogama (NIES) 

Participating models 
Simulations with at least a dozen 
models are being run or are 
scheduled to start running during 
2014: 

•  global atmosphere/land 

•  regional dynamical atmosphere/
land 

•  statistical downscaling 

•  river basin 

The International CLIVAR C20C+ 
Detection and Attribution Project 
Goal is to conduct modelling in support 
of research and analysis of the detection 
and attribution of changes in weather 
extremes. 

In particular, in aims to support: 

•  Characterisation of historical trends 
and variability in the probabilities of 
damaging weather events, including 
the differences across climate models 

•  Estimation of the fraction of the 
historical, present, and future chance 
of damaging weather events that is 
attributable to anthropogenic 
emissions, and characterisation of 
underlying uncertainties in these 
estimates  

Scenario Description Radiative and surface boundary conditions Simulations 
All-Hist/est1 “real world” baseline 

and reference, 
performed with all 
models 

All: varying as observed ≥50 covering 
~1996-present, 
with ≥10 starting 
in 1960 

Nat-Hist/CMIP5-est1 “natural world” 
benchmark estimate, 
performed with all 
models 

Anthropogenic radiative: pre-industrial levels; 
Natural radiative: varying as observed 
Ocean temperatures:  varying as observed minus 
estimate of attributable anthropogenic warming 
from CMIP5 simulations 
Sea ice: adjusted in line with temperatures 
Land cover: varying as observed 

≥50 covering 
~1996-present 

Nat-Hist/? A second “natural 
world” estimate, 
different for each 
model 

Ocean conditions:   as for Nat-Hist/CMIP5-est1 but 
using a different estimate of attributable warming 
Others: as for Nat-Hist/CMIP5-est1 

≥50 covering 
~1996-present 

Nat-Hist/? A third “natural world” 
estimate, different for 
each model 

Ocean conditions:   as for Nat-Hist/CMIP5-est1 but 
using a different estimate of attributable warming 
Others: as for Nat-Hist/CMIP5-est1 
 

≥50 covering 
~1996-present 

INFORMATION, DATA, AND COLLABORATION 

CONTRIBUTIONS OF DATA, ANALYSES, ETC. ARE INVITED AND WELCOME! 

FOR MORE INFORMATION: http://portal.nersc.gov/c20c 
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California hydrological-year precipitation 
Dots: annual values, Lines: 1-in-10-year event 

to higher evapotranspiration. Since surface runoff from the south-
ern subcatchments is a minor component of streamflow (which is
generated mainly in the higher rainfall zone in the northern sub-
catchments), the effect is insignificant at the scale of the basin.

The ‘‘non-GHG world-temperature’’ simulations (i.e. simula-
tions with ‘‘non-GHG world’’ temperatures and ‘‘real world’’ rain-
fall) allow a diagnosis of the relative role of rainfall and
temperature in the river discharge signal. Results from the two
AGCMs differ in the role and contribution of air temperature/PET
and rainfall (Figs. 8 and 9). HadAM3P-N96-based ‘‘non-GHG
world-temperature’’ simulations have fewer higher discharges
(>1000 Mm3/month) in the ‘‘real world’’ mode, as well as more

frequent lower discharges (<1000 Mm3/month), both in the bias-
corrected AGCM and the downscaled datasets (Fig. 9). These effects
are similar in character, although smaller in magnitude, to the
cumulative effects of both rainfall and temperature (Fig. 3). In Had-
AM3P-N96 simulations, therefore, rainfall and air temperature
seem to ‘‘act’’ in the same direction, and their effects cumulate.

CAM5.1-2degree-based ‘‘non-GHG world-temperature’’ simula-
tions produce a different effect. The rainfall differences between
‘‘real world’ and ‘‘non-GHG world’’ are minimal and do not induce
noticeable changes in river discharges (Fig. 9). Therefore, the over-
all effect i.e. fewer high discharges and more frequent low dis-
charges (as visible in Fig. 3) must be driven by increases in

Fig. 2. Attribution results for 2009–2011 floods, measured by discharge at Mohembo, based on (a) bias-corrected HadAM3P-N96 simulations, (b) downscaled HadAM3P-N96
simulations, (c) bias-corrected CAM5.1-2degree simulations. Circles display p-value of Mann–Whitney test for differences between ‘‘real world’’ and ‘‘non-GHG world’’
ensemble distributions, with solid ones indicating significance at 0.05 level.

Fig. 3. Empirical probability distributions of monthly discharges at Mohembo from (a) the bias-corrected HadAM3P-N96 simulations, (b) the downscaled HadAM3P-N96
simulations, (c) the bias-corrected CAM5.1-2degree simulations.

Fig. 4. Monthly groundwater runoff at a selected upstream location (Chinhama) under ‘‘real world’’ and ‘‘non-GHG world’’ conditions: (a) bias-corrected HadAM3P-N96, (b)
downscaled HadAM3P-N96 and (c) bias-corrected CAM5.1-2degree simulations.
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Undertaken as a collaboration within the International CLIVAR C20C+ Project, 
managed by LBNL with data portal services provided by NERSC. 


